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Abstract. The method of simulation structural-complex continuous-discrete control systems is discussed. For
simulation and calculation of dynamic processes in continuous-discrete systems topological interpolation method is
proposed, based on application of hybrid methods of space of state variables and interpolation of signals. The essence of the
method is that the dynamics of the investigated system, considered at the final interval, is broken down into subintervals, on
each of which the processes are described by linear ordinary system differential equations. The computational efficiency of
the proposed method was evaluated by comparison with standard methods such as the Runge-Kutta-Merson method. The use
of this method to calculate the dynamic processes described by the non-linear or piecemeal differential equations with the

right breaking part allows to reduce the number of calculations by 2" times compared to the known methods and to
eliminate operations related to decomposition of the fundamental matrix in the Taylor power series.
Keywords. discrete control system, simulation, nonlinear dynamic systems, dynamic graph models, graph, matrixes.

Annomayun. Cmpykmypaguii-mypakkad  y3ayKcuz-ouckpem Oowkapuul musuUMIAPUHY — MOOEIIAUMUPULUL
YCRyouamu MyxoKama KUIUHeaH. Y3nyKcuz-ouckpem musumiapoa OUHAMUK HCAPAEHIAPHU MOOETIAUMUPULL 84 XUCOOAAWM
VUYH X0aam Y32apyeuunapunune cubpuo ycyaiapuoan @Gouoaranuui 6a CUSHAIIAPHU UHIMEPROTAYUALAWEA ACOCIAH2AH
MONONIOUK UHMEPNONAYUA YCYINAPY MAKIUGD dmunean. Ycynuune mMoxuamu wyHoan ubopam-ku, maokux dmunaémean
MUUMHUHE YeKIIAHeaH UHMeP8anod Kypub Yukuiaouean OUHamukacu cyounmepsaiiapea 6yiunaou, yiapHune xap oupuoa
arcapaénnap YusuKau 000utl ouggepenyuan meneramanap ounan mascugnanaou. Taxnug smunaémean ycyanune xucoonam
camapaoopaueu Pynee-Kymma-Mepcon ycynu xabu cmanoapm ycyniap Ounan makkociaw opxamu oaxoranmaou. Tyepu
V3AYKCU3 KUCMU OYNIean HOYUSUKAU EKU OVIaKau-4usuiu ouggepenyuan meuneiamanap OuiaH mascu@ranean OUHAMUK
arcapaénnapnu xucobnaw yuyn ywby ycyroan goudananuut Maviym ycyuiapea wucoaman yucobnaus xcapaénunu 2"
Mapma Kkamaumupuwea 6a acocuti mampuyanute Tetliop kamopuea énuw Ouian 60IUK amaiiaphu 6axcapul UMKOHUHU
bepaou.

Tasnu cyznap: Ouckpem Oowkapuut Musumu, MOOCIAWMUPULW, HOUUSUKIU OUHAMUK MUSUMAAD, OUHAMUK
MONONOSUK MOOENIAp, epapaap, Mampuyanap.

Annomayun. Ob6cysxcoaemess Memoouka MOOeIUpOBaAHUs CMPYKMYPHO-CIONCHBIX HENpepbleHO-OUCKDENHbIX
cucmem ynpasienusi. [l MOOEIUPOSAHUS U PACHemd OUHAMUYECKUX NPOYECCO8 8 HENpPepbléHO-OUCKPEMHbIX CUCEMAX
npeonodicer MONOAOSUNECKUN  UHMEPNONAYUOHHLIL MemOo0, OCHOBAHHLIN HA NPUMEHEeHUU 2UOPUOHBIX Memo008
NPOCMPANCMBA NEPEMEHHBIX COCMOSHUS U UHMepnoasyuu cuenanog. Cyms Memooa 3aKuodaemcst 8 mom, Ymo OUHAMUKA
uccnedyemMoll cucmembl paccMampugaemcs Ha KOHEUHOM UHMepaale U pazoueaemesi Ha NOOUHMEPBAbl, HA KANHCOOM U3
KOMOPbIX NPOYECccbl ONUCLIBATOMCSL TUHEUHBIMU 0ObIKHOGEeHHbIMU Oughpepenyuanvnvivu ypasuenusmu. Ocyuecmenena
OYEHKA 8bIYUCTUMENLHOU H(PPeKmuUsHoCmuU npednazaemo2o Memood CPAGHEeHUEM CO CINAHOAPMHbLIMU MEMOOAMU — MAKUMU,
Kax memood Pynee-Kymma-Mepcona. pumenenus dannoeo memooa 0jis paciema OUHAMUYECKUX NPOYECCO8, ONUCHIBACMbIX
HEIUHEUHbIMU ULU KYCOUHO-TUHEUHBIMU OUpdepeHyuanbublmu ypasHeHuamu ¢ npasoll paspuléHOU YACmblo, NO380Jem
YMEHbUUMb KOIUYECME0 BbIYUCIeHUl 6 2" pa3 No CPAGHEHUIO ¢ U3BECMHbIMU MEMoOamu i uzbasums om onepayut,
CBSA3AHHBIX C PA3NOACEHUEM PYHOAMEHMATbHOU Mampuybl 6 cmenennol psio Tetinopa.
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Knirouesvie cnosa. ()uCermHa}l cucmema ynpaeieHus, Moz)eﬂupoeaHue, HenuHelHble OUHAMUYEeCKUe cucmemsl,
OuHaMu4ecKue monoio2udecKue Manﬂu, zpaqb, mampuybl.

Introduction

A characteristic feature of modern control objects is complexity, multidimensional, nonlinearity,
discreteness of control systems, which require special, non-standard control methods to provide the
required operational capabilities, and a wide range of functional capabilities for formation of expedient
behavior, as well as planning of the sequence of operations with the possibility of forecasting and taking
into account the impact of the external environment, as well as active adaptation of its current states [1,
2].

In the case of complex nonlinear dynamic systems, the search for a solution to the problem of
controlling the dynamic properties of an object in order to create a control system becomes difficult, that
is, it requires large computational costs, is accompanied by cumbersome calculations, and the resulting
result is often difficult to analyze and generalize. One of the main issues in simulation is to increase the
computational effect, that is, to increase the accuracy and reduce the calculation time, especially for
complex nonlinear dynamic objects [3].

The creation of high-efficiency automatic systems faces difficulties related to the complicated
structure and parameters of modern controlled objects, which put as priorities the creation of universal
machine-oriented methods and models of formalized description, analysis and simulation of complex
nonlinear dynamic systems. This paper proposes a method based on representing the system as a space
of state parameters to study the development of nonlinear systems [4, 5].

The variety of types and classes of mathematical models describing the dynamics of control
systems, the great structural complexity, and the dimension of models make the following approach to
process calculation preferable:

- calculation of complex systems on parts;

- taking into account in the dismembered model the forces present in real systems;

- unity of approach to calculation of different types and classes of systems;

- formalizable and easy automation of all simulation stages;

- multilevel representation of processes, both at design and operation stage.

The developed topological interpolation approach of simulation meets the requirements and is
intended for simulation structurally complex dynamic systems, including continuous and discrete linear
and non-linear structural elements [6].

Algorithms developed on the basis of topological interpolation method allow to automate the
process of investigation of dynamics functioning of control system by dynamic object, described by
deterministic linear continuous, discrete and nonlinear models.

The topological interpolation approach is based on the use of dynamic graph models, which allow
to consider different types of mathematical models from a single position and to determine the
connection of system state parameters; vector representations of state parameters, which allow to
decompose a structure-complex system and perform calculations in parts; special approach of
determining the sequence of calculation of elements of state variables vectors, which ensures high
accuracy of simulation complex systems [7].

When using topological interpolation methods, calculations use the vector representation of the
input and output variable links, which completely preserves the process property. The topological
interpolation approach allows to simulate a system containing various undifferentiated, discontinuous
functions in a convenient form. At the same time while keeping peculiarities of the method of using state
parameters in the calculation of linear processes, in a generalized form, the connection of structural states
(linear sections) of the system is performed [8, 9].

Materials and methods
Modern automatic control theory has a sufficient number of effective methods for calculating
linear systems. Therefore, an important problem is the development of a comprehensive theory for
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discrete dynamic nonlinear automatic control systems. For simulation and research, analysis and
synthesis of discrete nonlinear dynamic control systems, a large range of useful methods have been
created, such as z -transformation method and others.

However, despite a long and rich history of the issue, traditional methods result in cumbersome,
uncomfortable to calculate and design control even for certain types of linear one-dimensional systems.

Modern control systems are characterized by various complexity factors inherent in such
systems, such as structural complexity of controlled objects, variability of structures and parameters, and
others. Major difficulties of principle arise when all or several of these factors are combined in systems
[10, 11].

The complication of systems has updated the problem of developing universal mathematical
models, methods of research, calculation and design, covering on a single conceptual basis a theoretical-
multiple approach. However, known mathematical methods of decomposition and aggregation have
limited applicability because they cannot account for these features of structural-complexity systems.

Development of computer complexes automating simulation processes and analysis of nonlinear
dynamic systems in connection with increasing requirements for quality of automatic control systems is
a pressing task, which involves modern technologies of mathematical simulation of continuous and
discrete processes.

Analysis of simulation methods used in modern computing systems shows that today the
following approaches to research of nonlinear discrete systems are used:

- representation of system behavior by the sequence of classical dynamic systems;

- simplification of the continuous part and use of simulation methods.

Thus, today there are no approaches to simulating and analysis of nonlinear dynamic systems, in
which methods of research of discrete and continuous components are equally implemented.

Therefore, it seems necessary and natural to introduce in the future the technology of simulating
and analysis of nonlinear discrete systems, combining elements of the instrumental base of continuous
and discrete mathematical simulation, as well as the technology of symbolic calculations. This new
technology should be based on the principle of decomposition of the system into two equivalent
components - continuous and discrete, and use of optimal simulation and analysis tools for each of them.
Such technology will simplify the procedure of simulation, the principle of automated methods of
qualitative analysis of theory of nonlinear systems for discrete component and for discrete periods of
behavior of the system [12, 13].

Research results

One way of describing the structure of a system is known to be their graph representation, which
is more economical and compact when formalized. The most basic, illustrative of the causal relationship
between variables in the system. The combination of the finite set of variables X characterizing the
division of the system into parts according to any characteristics, and the binary ratio R on the set X is
called system S. As elements it is possible to take input, output values of individual elements of the
investigated system [14].

In this case, the structure of the control system under investigation can be described as:

S=(X,R,),
where X = {xl,xz,...,xn} - multiple variables (vertices); W = {Wl,wz,...,wn} - multiple weights of arcs
(transfer functions).
The weighed binary relation: R, < {xxx}xW , R, ={(x,,x,,\W,)...}.

At the same time formally the dynamics of the control system is described on a theoretical-
multiple approach in the form of graphs as follows:

G’[ = (xt" XI"’VI)!
where
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X, = X{UXGX N X]=0;
vx,ye X J(x,y)eV, = xe X/&<ye X/}
X = (X0 X5 (7). X, (5T))
X/ = (X, G+ ) X, (=17 ). x, (j+17))
v(x, x!)e Vo, x1)=vx,x1,
where: O(Xi’ : X'j')<:>"arc weight (.,.)' Vx”,x” <>"graph tran sfer between nodes(.,.)".

Taking into account all the information that a continuous signal carries and using it to calculate
processes allows a vector representation of the X; (tl) variables, which characterizes the free behavior of
the system at the i-th point over a certain time interval ['[1 > tz] when there are no switches or any other
modifications in the system breaking the signal, which is equivalent to setting the function X; (t) where
t, <t<t,.

The accuracy of the calculation is determined by the number of derivatives taken into account in
the vector (the more derivatives are the higher accuracy) and the length of the interval [ti,tz] with which

the inverse dependence is found. If there is a switching or any structural change in the system at the
moment t, affecting the signal at the i-th point at t; <t,, vector X; characterizes the behavior of signal
x.(t) at interval [t,,t,].

The calculation of system state parameters must be carried out in accordance with the sequence
of propagation of applied perturbations throughout the system. In view of the complexity of the dynamic
system structure, the presence of contours, multipolar elements, adders, etc., it is necessary to pay special
attention to the properties of different types of dynamic links and the peculiarities of passing signals in

them in order to reveal the necessary sequence of calculation of elements of state parameter vectors [15,
16].

The links of a continuous dynamic system can be divided into three main classes, taking into
account their dynamic properties: noninertial, inertial, anticipatory. According to this classification,
noninertial links such as amplifier, adder, nonlinear functions, that is, at the output of which changes in
variables occur simultaneously with changes in input variables. Inertial ones include integrating,
aperiodic links, etc., on which when the input variable changes at the same moment, the output variable
does not change its value, but its derivatives change. Pre-emptive ones include differentiating links at
which the output variable responds instantly to changes in even derived signals.

Ignoring the properties of the signal passing through different types of dynamic links when
calculating by parts of processes in a system consisting of a serial chain of dynamic links and a rule for
determining the sequence of calculations will lead to errors. For example, if for a chain consisting of n
series-connected aperiodic units, the input of which is affected, we will perform calculation of processes
with step At, sequentially determining the variation of variables in each link while ignoring the
instantaneous passage of derivatives in each link while ignoring the instantaneous passage of derivatives
of the input variable, then change of output variable of the circuit will be possible only after time nAt.

The determination of the values of variables at the next calculated time point t on linear
continuous dynamic sections of the system is possible in two ways:

1) the value of the variable break point of the y(t) system is determined by the Taylor formula

as a function of the initial state at the same point yiO ):

Y()=Y(0)+ 3 e

i=1
2) the value of the variable break point at the output of some section of the y(t) system is
defined as a function of the initial state of that section of the system and its input vector:
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Y(t)= £(r(0), X(0)).
Analysis of these paths has shown that the first - more simply, allows after obtaining derivatives

to calculate processes, calculations on the second path require preliminary definition of functions of
connection f of the output variable with the input vector and initial parameters of the state of the system

section. This path is more complicated, but with fewer derivatives calculated, provides higher accuracy
of results. Algorithms and programs developed along the second path are faster. Given that
communication equations f are formed only once when the system is prepared for calculation, for
further use and development, a second way of calculating variables at the sites of a complex dynamic
system was chosen [17].

In this case, the dynamics of the system at the local simulation level are represented as a transition
state graph, where the transfers of the graph arcs are defined from the expressions:

da™(t) 1\"
alt)=e",a"(t)=——77=|-=| e,
(t) t)==17s =
h(t)=k(L—e*")

h(m)(t):dh(mfl)(t)_ —K

dt™ (=T
)= [0+ Cm = & - Th 1),

where Cm - is determined from the condition: h(‘m)(t): 0.
From the graphical representation of the process, we determine the components of the output

signal at time t =0:
y*(0)=2"(0). y(0)+ h(0)- X (0)

y?(0)=2a"(0)- y(0)+h(0)- X (0)+ h(0)- X " (0}
y™(0)=a" >(o) y(0)+h™(0)- X(0)+h™¥(0)- XW(0)+...+h®(0)- X ")(0)
The output at time t is defined as a function of the input vector at the initial moment:
y(t)=at)- y(0)+ h(t)- X (0)+ hI(t)- X'(0)+ ...+ h-™(t)- X ™(0).
The obtained analytical expression for calculating processes at different points of state variables
enables to calculate processes with relatively large steps over a given time interval.

The topological interpolation method enables to calculate processes in multidimensional
multilinked automatic control systems specified as:

X = At)F,(x)+ B()R, (u),
y=Clthy,(x)+ D(thy (). x(to)=%,
where xeR"™ and ueR™ - a vector of states and control; y e R®- vector of output coordinates;
A,B,C,D - numerical matrixes (nxn), (nxm), (sxn), (sxm) sizes.
FX(X)=(¢1(X1),...,(pj (xj)...,qyn(x”)) - a vector operator with coordinate functions ¢, (xj) that
depends on only one component of x vector variables x.
The proposed formula, when solving piece-linear differential equations with function in the right
part, allows expanding capabilities and computational efficiency of solving nonlinear differential
equations. The features of the topological interpolation approach are the creation of topological

properties of x variables, which is necessary in the synthesis of a dynamic object control system with
different properties.
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The essence of the method is as follows. Dynamics of the investigated system considered at
interval [O,tk] are divided into subintervals corresponding to control cycles, at each of which processes

are described by linear systems of differential equations:

% = Alt)x, te[o,T]. (1)

It is known that in qualitative studies, fundamental matrices F(t) are used in solving equations

(1), and columns of the normalized fundamental matrix can be obtained in different ways, for example
by integration with some numerical method or by decomposition into Taylor series n times for the
system of differential equations (1) at initial, which are columns of the unit matrix E .

Given that F(t) is a solution to the Cauchy problem for a matrix system of differential equations:

dF(t
O apr) @
At initial conditions F(t,)=E we get formulas for calculation of F,(t) based on topological
interpolation method.
At the same time for each linear section step of calculation h. exceeding radius of convergence

R: Taylor row in the vicinity of point t =t; ; for solutions of Fl(t),..., F”(t) included in (2), n - vector
tasks of Cauchy is selected.
Then F(t),...,F"(t) on each subinterval t [t;,t,,,] appears to converge the Taylor row:

F(t)= i[dka(t)L (t-t, ) | @)

~| T dt k!

Using a similar approach to the elements of the fundamental matrix Fi(t), i=0,1,..., weobtain
a topological formula for calculating the values of variables xi(t) and the values of their derivatives for

moments t;:
%(t)= DOkt ) + DOK(E,) + ..+ DO X 1)
(n-1) (n-1)

X (t)=D()x(t,)+ D()R(ty)+...+ D() x (t,),

K )|+1
i

a
h D i |+l
whnere EO I+1)|

For each subinterval te[ti,tm], the fundamental matrix (hereinafter referred to as the k-th

,j=12,..., & - numerical values of a matrix A(t).

discret of the fundamental matrix E(t)) is defined by the formula:
h', | d“Fi(t
Fi(k)= '“[ i )}  k=012,....
t=t;

kI'| dtk

Due to decomposition, the F, (k) fragments uniquely define the fundamental matrix F(t) for each
linear section as follows:

:i‘ht k), telt;t,..], j=012... (4)
k=

It is obvious that:
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Fit,.)= ZF F,..(0),i=012,.... (5)

Moving from the continuous argument t to the area of the discrete argument k , we get a recurrent
difference ratio:
k+1

F(k+ 1=ZA k=012,..., (6)

where A(K) - the image of a matrix A(t) at te[t t|+1]
Taking into account (4) and (5), as well as:

0)= iFi_l(k), i=12,...,

k=0
FR0)=E. (7)
for i =0 sequentially get all the discretes:
k
F.(k +1)= Z All) (8)

I:O
From here we will get—at i=0

for K =0, F ( )=h[A0)F0)],

for K =1, F,(2)=" [A,0)F, ) 0] ©
for K =2, F,(3 “/ A DR 1)+ A )R 0)]
etc.
According to (7) F( ) [ ( )+ ()+F (2) ]: Fl(O).
Similarly at i =1 for K=0 F,1)=h,[A(0 ) ( )]
for K =1, F,(2) =" [A (0)F,@)+ A Q)F, 0], (10)
for K =2, F,(3)="24[A(0 A QF, (0)+ A (2)F,(0)] etc.

Formulas (8), (9), and (10) allow a fundamental matrix to be obtained by transferring an unknown
initial value from point t =t, to point t =t; directly through the values of matrix A(t)and its derivatives,

which is convenient for edge tasks in non-uniform differential equations. Derivatives included in (3) can
be obtained by sequential differentiation of the right part of the system of matrix differential equations

(2):

szi(t) _ dA(t),@_(t)+ A(t).dL(t) =

[dA—(t) + At)- A(t)] F(t)=B,(t)-F(t),

dt? dt ' dt dt
where Bz(t):dg\_ftLA(t).A(t).

The mathematical induction method for the K -th derivative of

k
dde(t) gives the expression:

: ;tFk(t) =B, (t)-F(t), k=012,...,

where B, (t)=dB,,(t)/dt+B,,(t)-Alt), B,(t)=E, B,(t)=Alt).
Then in the first section of the change of the independent variable t e [to,tl], the fundamental
matrix is defined by the following expression:

46



MANAGEMENT OF TECHNOLOGICAL PROCESSES

0| S5 )] ) 0 RO

o K

" K
where P,(t)= Z% B, (t, ). For moment t=t, F,(t,)=P.(t,)-F.(t,).

k=0
And thus it is possible to define for any subinterval t e [ti ,ti+1] of the linear section an expression
for calculating the fundamental matrix in the form:

o0

Fj (t): ZM Bk(ti )F(ti): Pi+1(t)' Fj (tj ): Pi+l(ti+1)' Pi+l(ti—l)""' Pz(tz)' Pl(tl) Fj (to)’

o k!

0

(t —t )k i
P.,(t)= ZT- B, (t), i=012,....m—1.
k=0 .
Formula (6) expresses the discreteness of the fundamental matrix on any of the te[ti,tm]
subintervals directly through the values of the matrix A(t) and its increase. Then B, (t,) is defined as

follows:

B,(t)=E;
B,(t)= At);
5,(0)= 2. pee);
Bs(t)—d;'?z(t)+2A(t)-d2—Et) A2 (t) dg‘_gt) A (0);

that is, as Newton binom.
The transition moments from one linear section to another are determined by equating the vector

of function F,(t) and its derivatives composed of matrix A(t) to the value of the nonlinear function Z(t)
ie.

zj(t):ii(!:‘(t))'(t—tj)k, j=012,....

1+1)

Discussion

The proposed approach reduces the number of calculations by 2" and eliminates the operations
of A(t) decomposition in the Taylor power series, which is very advantageous with discharged matrices.

The method of calculating processes of complex systems by topological method using
interpolation series includes the best sides of topological and interpolation methods. Since this method
takes into account the structural states of the system, the rate of change of the process at different points
of the system, and the calculation of the process itself is reduced to simple arithmetic operations,
replacing the calculation of originals, the finding of which for complex systems is hard work.

The error of the process calculation by the topological interpolation method can be determined
using the truncated norms of the derived matrix from the decomposition of the process into a series. The
error in the calculation of the processes mainly depends on the selection of the number of members m
and the integration step h.

The choice of a step at the set error of calculations ok is determined by a formula:

h _ \/E(m +1)
m k -

Approximate initial value of calculation step h, - is selected according to relation:
h, = 0.1-min {Fj }

a7
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where T, - multiple time constants of dynamic elements of the simulated system.
This assumes limited control vector norm, i.e.:

<o
The matrix elements A and C are then determined from the ratios:
r AR A'h''B
Hab =3 A0 FeR = 00

. (I+1p
1=0
In this case, the remaining members of the matrix series H and F are equal to:
0 A|h| 0 A|h|+1B
Ho=>) —, F=) ——.
’ .;1 TR .;1 (1+1)

In this case, the calculation error is determined by the norm
)= max 2, f = me 2 .
1<i<n 1<i<n
where i‘ and /1' - own numbers of matrixes H'H and F'F . It can select the number of members of

a series from the specified accuracy.
Based on this decomposition method, we calculate the calculation error for the 5-member limited
decomposition series transfer function x(s), while ensuring the solution stability. Then the transfer

function of each channel is represented in this form:

a’® a' a’ a"
X(s):?+s—2+s—3+ ..... +
Using Laplace transform:
n-1
L-{i} (=) (11)
s" (n—1)
we find:
2 n-1
X(t):a°+a—t+@+ ..... +ﬂ. (12)
u 2! n!
When limiting the row to the 5" members of the row n =5:
2 3 4
X(t)=a° S (at) + (at) + (at) . (13)
! 2! 3 41

It is known that the mode of the uniform differential equation is defined by formula (13), where
t = h - is the initial condition, then for t = 0 we define:

X(0)= X(h){l—a?h (ah)z—(ah):(ah)ﬂ (14)

2! 3 41

Subtracting from (12) - (14):

X(t)= X(O){ aTh (ah)2+(ah)3+(ah)H _ah, (ah)Z_(ah)3+(ah)T_ (15)

4 12 48 1 4 12 48
For a=-05, h=1, x(0)=1 define X(t) by formulas (11), (14), (15):
e %° =0.606531;
x(1)=0.606771;

x(1)=0.717757;
x(1) = 0.606678.

Error of calculations (11), (14), (15):
£=0.00024;
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£=0.111226;
£=0.000147 .
The accuracy of approximation for five members of a number of calculated processes is as
follows:

X (h) = 12— 6ah + h?a2| " « 12+ 6ah + h2a2 |- X (0). (16)
Calculation error is defined as:
X (h)15) fi2+ha?+ofhe )"
X(h)16) [12+h%?+0(h°)
From here it can be seen that the decomposition of the row into 5 members gives an
approximation of X (h) with accuracy to O(hs).

On the basis of the obtained analytical results of the calculated processes, it can be concluded
that the error of calculations depends on various indicators &= f(k,h,n), rae k - the number of
members of the decomposition series, h - the integration step, n - order of the system.

The graphs of these dependencies are shown in Figure 1-4. Figure 5 shows the calculation time
dependence on the maximum error of the calculated function in the interval [0,T] and the order of the

transfer functions.

:1+O(h5).

AE AE 3 B 7 AE
101 10
102 102
107 103 103
\ 104 104
105 105
106 106
107 107
123456]: 0.10.20.30.40.5: 1234567:

1 2 3 4 107 106 105 10 103 102 100 E*100%

Fig. 1-5. Diagrams of dependences of convergence, accuracy and high-speed performance of algorithm (1, 2, 3, 4 —
Runge-Kutta method; 1°, 2°, 3°, 4’ - Topological interpolation method).

Using the topological interpolation method, it is possible to successfully overcome the difficulties
of calculating dynamic processes related to the presence of nonlinear links in systems. In this case, the
signals in these units undergo nonlinear transformations according to the type of nonlinearities. For
continuous type nonlinear links describing their functions, values on the input variable can be
differentiated several times.

If the nonlinear link has a relay or piecemeal-continuous character, when the function describing
it cannot be diffused across the input variable of the link over the entire range of its determination, it is
necessary to predict the moments of transition from one linear section of the nonlinear characteristic to

49



CHEMICAL TECHNOLOGY. CONTROL AND MANAGEMENT. Ne3 /2023

another. In this case, comparisons are made to determine the value and rate of change of the incoming
signal. This signal has polynomial form, degree of which is equal to maximum degree of system state
derivatives taken into account in calculations.

Conclusions

The paper considers the construction of a topological interpolation method for modeling dynamic
systems and the following conclusions can be drawn:

1. An algorithm of automated simulation of dynamics of a continuous-discrete control system
based on a topological interpolation approach has been developed, which allows to take into account
peculiarities of structural states of the system and obtain high accuracy of simulation.

2. A method for calculating the accuracy of the approximation of calculation function is proposed
and justified. This method considers changes in the number of terms in a series, integration step and
order of investigated system.

3. The developed topological interpolation modeling approach meets the requirements and is
intended for modeling structurally complex dynamic systems, including continuous and discrete linear
and nonlinear structural elements. This modeling method is based on the use of graph theory (to
formalize structural states) and signal interpolation for calculating processes. The application of the
topological interpolation method allows one to successfully overcome the difficulties of calculating
dynamic processes associated with the presence of nonlinear links in systems.
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